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Abstract: The presence of duplicate records is a major data 
quality concern in large databases. To detect duplicates, 
entity resolution also known as duplication detection or 
record linkage is used as a part of the data cleaning process 
to identify records that potentially refer to the same real-
world entity. So the existing systems, progressive duplicate 
detection method identifies most duplicate pairs early in the 
detection process with lesser time and data count strategy-
multi record increase (dcs++) method identifies more 
number of duplicates but takes more time. So we propose a 
system which have characteristics of both as a combination. 
So that this proposed system is less time consuming method 
with more accurate results as compared to the previous or 
existing algorithms. 
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I. INTRODUCTION 

Today databases play an important role in IT based 
economy. Many industries and systems depend on the 
efficiency of databases to carry out all operations. 
Therefore, the quality of the records that are stored in the 
databases, can have significant cost indications to a system 
that relies on information to conduct business.  

With this ever increasing bulk of data, the data quality 
problems arise. Duplicate records detection can be divided 
into three steps or phases. Candidate description or 
definition, to decide which objects are to be compared 
with each other. And secondly duplicate definition, the 
criteria based on which two duplicate candidates are in 
reality duplicates.   

Thirdly actual duplicate detection, which is specifying 
how to detect duplicate candidates and how to identify real 
duplicates from candidate duplicates. First two steps can 
be done offline concurrently with system setup. Third step 
takes place when the actual detection is performed and the 
algorithm is run. Multiple, or different representations of 
the same real-world objects in data, duplicates, are one of 
the most arousing data quality problems.  

The effects of such duplicates are adverse; for instance, 
bank customers may obtain duplicate identities, inventory 
levels are regulated incorrectly, same catalogs are mailed 
numerous times to the same sectors and also the 
introduction of same product portfolio. 

Progressive duplicate detection using adaptive window 
algorithm helps to reduce the average time and finds more 

number of duplicate pairs more efficiently and faster than 
the existing systems. And we know detecting duplicates 
automatically is a difficult procedure:  

Firstly, duplicate representations are usually not 
proprium but may slightly differ in their values. Secondly, 
in fundamental all pairs of records should be compared, 
which is infeasible for huge volumes of data. However, the 
huge size of today’s datasets render duplicate detection 
processes more expensive. 

Progressive duplicate detection using adaptive window 
algorithm adapts the progressive sorted neighborhood 
method and dcs++ method. Thus our proposed system 
provides properties of both partially to give better results 
than the existing. Our new system, adaptive progressive 
snm will be faster than the dcs++ algorithm [2] and finds 
more duplicates than the progressive sorted neighborhood 
method [1]. So we have a system which provides more 
efficient and accurate results than the existing systems. 
The comparison of these three algorithms are shown in fig 
2. Our method does not use the concept of window
enlargement, it instead uses the partition size concept. In 
psnm although its processing speed is high it does not find 
all duplicate present in the dataset. And in dcs++ method 
even though it finds more duplicate its processing speed is 
low.  

So we introduce a system which overcomes these 
problems efficiently and accurately. In fig 1, it depicts the 
comparison graph between the existing and our proposed 
algorithms and thus concluding our proposed system over 
gains the existing systems by avoiding the demerits in 
those systems. The proposed system, progressive duplicate 
detection using adaptive window algorithm is thus less 
time consuming method with more accurate results as 
compared to the previous or existing algorithms. Paper 
organization. Section II examines related work. Sections 
III tells about PSNM.  

Section IV deals with the dcs++ algorithms, Section V 
contributes the proposed system, progressive duplicate 
detection using adaptive window algorithm, Section VI 
deals with the limitation of the proposed system. Section 
VII concludes this paper and discusses future work. 

II. RELATED WORK

Many research on duplicate detection [5],[6],[7] also 
named as entity resolution gives different methods for pair 
selection and duplicate detection of the records. One of the 
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most important algorithms in this area are Blocking [8] 
and sorted neighborhood method (SNM)[3].Blocking 
methods divides the data records into disjoint subsets, 
while windowing methods, in specific the Sorted 
Neighborhood Method, slide a window over the sorted 
records and compare records within each window. And we 
had an algorithm called Sorted Blocks [10] in several 
variants, which generalizes both the approaches. A 
challenge for Sorted Blocks is in finding the right 
configuration settings, as it has more parameters than the 
other two approaches. A merit of Sorted Blocks compared 
to the Sorted Neighborhood Method is the variable 
partition size instead of a fixed size window. This let more 
comparisons if different records have same values, but 
requires lesser comparisons if only a few records are 
similar. 

Pay as you go[9] method investigates how we can 
maximize the progress of ER with a limited amount of 
work using “hints,” which provides information on records 
that are likely to mention to the same real-world entity. A 
hint can be represented in different formats (e.g., a 
clustering of records based on their likelihood of 
matching), and ER can use this data as a guideline for 
which records to compare first. A pay-as-you-go approach 
to entity resolution, where we obtain fractional results 
gradually” so we can at least get some results faster. An 
ER process is very expensive due to very large data sets 
and compute-intensive record comparisons.  

 

III. PROGRESSIVE SORTED NEIGHBOURHOOD METHOD 

The process of duplicate detection is the method of 
identifying multiple representations of same real world 
entities. Today, duplicate detection methods need to 
process very larger datasets in very shorter time: 
maintaining the quality of a dataset becomes increasingly 
difficult. One existing system for finding duplicates 
include progressive duplicate detection method. 

 
Fig 1: Duplicates pairs found by snm and the two progressive algorithms. 

 

The progressive sorted neighborhood method (PSNM) 
depends on the traditional sorted neighborhood method 
[3]. PSNM firstly sorts the given data using a predefined 
sorting key and then only compares records that are within 

a window. The perception is that data records that are 
close in the sorted order are more likely to be duplicates 
than records that are far apart, because they are already 
alike with respect to their sorting key.  

More specifically, the distance of two records in their 
rank-distance gives PSNM an approximate of their 
matching likelihood. The PSNM algorithm uses this 
perception to iteratively vary the window size, starting 
with a low window of size two that quickly finds the most 
promising records. This type of approach has already been 
proposed as the sorted list of record pairs (SLRPs) hint [9]. 
The PSNM algorithm differs by dynamically changing the 
execution order of the comparisons based on look-ahead 
results. Progressive blocking (PB) algorithm [1] is another 
method for duplicate detection. It is a blocking algorithm 
instead of windowing method. Progressive blocking (PB) 
is an approach that initiates upon an equidistant blocking 
technique and the successive enlargement of blocks. 

Even though the progressive algorithms and the snm 
method give faster results it may not find accurate number 
of duplicates for large datasets. So this disadvantage can 
be solved by using the proposed algorithm. The 
comparison of the three algorithms is shown in fig 2. 

 

 
Fig 2: Comparison of duplicates found by psnm, dcs++ and the proposed 

system. 
 

IV. DCS++ 

The two current adaptive windows strategies are 
Duplicate Count Basic Strategy (DCS) and DCS Multi 
record Increase (DCS++)[2]. For every duplicate count i.e. 
when the compared value is above than the threshold value 
then DCS increases window size by one record. Duplicate 
Count Strategy-Multi record increase (DCS++) is the 
recent improvement in SNM that adapts the window size 
for each and every duplicate in the current window. 
Duplicate Count Strategy (DCS++) gets over fixed size 
window and adapts window size that vary size on 
identified duplicate within that window without disturbing 
the efficiency and effectiveness of SNM. DCS++ starts an 
initial window size of w just like in SNM.  

However, during windowing it revise window w and 
adds next w − 1 records in the current window for each 
new duplicate detected. As there is a chance for more 
duplicates of a record to be found within a window, the 
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size of window increases. When no duplicate is found 
within a window, it concludes that all records in window 
are unique and thus works like SNM. Thus this method 
saves 0 to w-2 comparisons on every duplicate detection 
than SNM. After windowing of dataset, transitive closure 
is applied on these detected duplicate pairs. Thus Data 
Count Strategy (DCS++) produces same or better results 
with less no. of similarity comparisons [2]. But this 
method takes more time compared to the other detection 
methods like psnm, but yields better results. 

V. PROGRESSIVE METHOD WITH ADAPTIVE WINDOW 

We propose a new method which is a combination of 
progressive sorted neighborhood method and data count 
strategy (dcs++). And this method helps to overcome 
some of the demerits of this algorithms. In this system 
window enlargement process is not used as in the 
progressive sorted neighborhood method instead uses 
sorting, partitioning and other methods but it uses the 
windowing and partitioning concept of dcs++. Here the 
main concept used is the partitioning and distance 
calculation thus finding the duplicates. The whole data 
record is partitioned into different partitions of same size 
and duplicate detection is done with the partitions. Thus it 
takes slighter more time than the progressive sorted 
neighborhood method but yields better results by detecting 
more number of duplicates. And when compared to dcs++, 
the processing speed of the proposed system is less thus 
overcoming the disadvantage. As shown in fig 2, our 
proposed system is more efficient. 

VI. LIMITATION OF THE PROPOSED ALGORITHM  

One possible problem for the proposed algorithm is that 
the time taken by the new system. Even though compared 
to psnm it gives more duplicates and take less time than 
the dcs++ algorithm, the proposed method still takes time. 
So the processing speed can be increased and this issue 
can be solved by using map reduce technique to this 
algorithm as it is done with snm to provide parallel sorted 
neighborhood method[4]. 

VII. CONCLUSION 

This paper introduced Progressive duplicate detection 
using adaptive window algorithm. This proposed 
algorithm is obtained by adapting the properties of 
progressive sorted neighborhood method and data count 
strategy-multi record increase (dcs++) thus getting the 
advantages of the both.  

The proposed system is thus less time consuming method 
with more accurate results as compared to the previous or 
existing algorithms. In future work, we want to connect 
our progressive duplicate detection using adaptive window 
algorithm with scalable methods for duplicate detection to 
provide results even faster. 
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